
PROGRESS INNATURAL SCIENCE　　　　　　 　　 　　 　　　　　　　　　　　　　　Vol.13 , No.12 , December 2003

＊ Supported by the National Natural S cience Foundation of China(G rant No.20036010)
＊＊ To w hom correspondence should be addressed.E-mail:fpbian@public.tpt.tj.cn

Analysis of regulatory architectures in BST
＊

BIAN Fuping1 ,2＊＊ , LIANG Min1 , 2 and ZHAO Xueming3

(1.Department of Mathematics , S chool of S cience , Tianjin University;2.Liu Hui Cen ter for Applied Mathematics , Nankai University

& Tianjin University;3.School of Chemical Engineering , Tianjin Universi ty , Tianjin 300072 , China)

Received April 11 , 2003;revi sed June 12 , 2003

　　Abstract　　Based on the data envelopmen t analysis(DEA)theory , the opt imal pathw ay of metabolic reaction netw orks in biochem-
ical systems is studied.After calculating the mixed-integer linear programming(M ILP)model given by Bailey et al.tw ice , the decision

making unit s(DM U)and the prediction m odel of DEA are const ructed , w here the inputs are levels of manipulated parameters(enzyme)
and outputs are concent rat ions of metaboli tes.When the metabolic netw orks are reconst ructed , the data are obtained by calculat ing MILP

f ramew ork tw ice and the optimal levels of the manipulated parameter at diff erent regular loops are predicted , thus simplifying the calcula-

t ions of Bai ley' s.

　　Keywords:　metabolic reaction networks, MILP , the prediction model of DEA , efficient DMU.

　　There are over one thousand kinds of enzymes in

cells w hich cataly ze various reactions and form a com-
plex reaction network.Due to the development of

biochemistry and cellular physiology , researchers get

to know the decomposi tion and synthesis pathw ay s of

v arious components in cells and have a full under-
standing of controlling and regulation of these en-
zymes and their regulato rs.A large number of data of

enzyme' s dynamics have been accumulated through

in vi tro measurements.On this basis , through the

quantity analysis of the metabolic netwo rks and de-
scription of the f lux dist ribution of various metabolic

pathw ay s at dif ferent statuses in cells , we can take

some improved measures and regulate their distribu-
tions and get mo re interesting products.Commonly ,
the used methods include metabolic f lux analy sis

(MFA), metabolic control analysis(MCA)and bio-
chemical system theory (BST)[ 1] .

BST is an analy tical method fo r metabolic net-
work developed in the 1970' s.On the basis of the

optimization theo ry , Voi t et al.
[ 2 ,3]

found out one

netwo rk archi tecture which optimizes the object func-
tion.First of all , the relation between the reaction

rates and thei r parameters , e.g.concentrations of en-
zyme , subst rate , and reagents , is set up.Then the

variation range of the const raints is specified.The ob-
jective funct ion is the maximizat ion of rate of produc-
tion.By resolving the optimization problem (S-sys-
tem model)we can get the netw ork architecture with

its optimal object.

Introducing the constraints containing binary

variables in S-system model w e can get the mixed-in-
teger linear programming (MILP)model[ 4] .These

new ly int roduced constraints contain changes of a va-
riety of enzyme regulatory architectures , reducing the

amount of calculations.However , when react ion

pathw ays become mo re complex , we need to solve the

M ILP model many times.And the model becomes

very complicated as a result of introducing the new

constraints.It is very difficult to solve the problem

using linear programming method , and the optimal

production rate cannot be predicted.In order to get

the optimal netw ork archi tecture , this article predicts

the production rate under dif ferent enzyme regular

st ructures through utilizing the data envelopment

analysis (DEA) and objective programming.It is

based on the result of resolving the M ILP tw ice and

the optimization of the metabolic netw ork.

1　Mixed-integer linear model

We w ill consider that every reaction can be mod-
ulated by any of the two metaboli tes , X 1 and X 2 ,
which w ill ei ther inhibit or activate a reaction.This

considerat ion results in the postulation of 12 regulato-
ry loops(Fig .1).

Four manipulated variables are considered:the
amount of the enzymes , P 1 , P 2 , and P3 , that cat-



Fig.1.　A linear pathway w ith feedback inhibition.Bold solid

lines denote reaction steps , dot ted lines denote dependency on the

corresponding parameters PL , dashed lines denote inhibit ion , and

thin solid lines denote act ivation.

aly ze the three reactions , and the amount of the effec-
tor , P4 , that activates the first and the second reac-
tions of the pathw ay.Moreover , for each loop we

w ill consider N reg=6 alternative levels of regulatory

strength and type of regulation:{-0.5 ,0.5 , -0.1 ,
0.1 , -0.01 , 0.01}.We w ill allow only two regula-
tory loops to be active in the pathw ay .

Consider the manipulated parameter levels and

the regulatory structures that should be changed to

maximize the final product concentration X 2 when the

following conditions are satisf ied:

(i)The system is at a steady state;

(ii)X 1 , ss≤500;

(iii)V3 , ss≤10;and

(iv)for the three enzymes , only overexpression

is considered —that is , PL≥1(L =1 ,2 , 3 ,4), and up

to 10 times of their reference value.

We w ill int roduce the binary variables z ijm and

the parameters εijm with

m =1 , … , N reg ,

i=1 , … , N rxn ,
j =1 , … , Nmet ,

where N reg is the number of the alternative strength

and types of regulation for each regulatory loop in the

superst ructure , and N rxn and N met are the numbers of

the reactions and metabolites , respectively , in the

metabolic network.In this example , we have N reg=
6 , N rxn =3 and N met =2.And for the binary vari-
ables z ijm and the parameters εijm we let

(i)z ij 1 and z ij 2 be equal to 1 , if reaction i is in-
hibited w ith st reng th εi j1 =-0.5 or act ivated with

strength εij2=0.5 , f rom metabolite j;

(ii)z ij 3 and z ij4 be equal to 1 , if reaction i is in-
hibited w ith st reng th εi j3 =-0.1 or act ivated with

st reng th εij 4=0.1 , f rom metabolite j;

(iii)z ij 5 and z ij6 be equal to 1 , if reaction i is

inhibited w ith strength εij 5 =-0.01 o r activated

w ith st reng th εij 6=0.01 , f rom metabolite j.

Then the S-system representation of the pathw ay

is obtained[ 4] .

We can introduce a set of variables:

q
r
L +qL =ln(PL), 　L =1 ,2 ,3 ,4 ,

where q
r
L denotes the logari thm of the reference value

of the parameter L , and qL denotes the logarithm of

the factor by w hich the reference value is multiplied

to give the value pL.In the example studied here

q
r
L =ln1 =0

and

qL =ln1 =0.

Moreover , we int roduce a set of binary vari-
ables , wL , for w hich we w ill have

q
r
L +wLqL =ln(PL), 　L =1 ,2 ,3 ,4

and z12:

v
+
1 =X

z
12
·g

12

2 P lP
2
4 ,

where v
+
1 is net rate laws describing the processes

that increase the concentration of metabolite 1 , and

g12 is kinetic orders.

At last , we introduce variables y j , tL , sijm , for
w hich w e will have

yj =ln xj ,

tL = wLqL ,

si jm = z ijmεij mv j ,
respect ively.These variables w ill be used in the de-
scription of the steady-state equations af ter the loga-
rithmic transformation.Thus we can w rite the M ILP

model[ 4] :
maxy2

s.t.

-∑
6

m=1
∑
2

j=1

s1jm +0.5y 1 +∑
6

m=1
∑
2

j=1

s2jm

　　-q
r
1 -t1 +q

r
2 +t 2 =ln(1/0.02),

0.5y1 +∑
6

m=1
∑
2

j=1
s2jm -y2 -∑

6

m=1
∑
2

j=1
s3jm +q

r
2

　　+t 2 +2q
r
4 +2t 4 -q

r
3 -t 3 =ln(2/0.02),

y 1 ≤ln(500),

-s12 +q
r
1 +t 1 +2q

r
4 +2 t4 ≤ln(10),
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P1 ≥1 ,

P2 ≥1 ,
P3 ≥1 ,

εijmyj -sijm +min(y
L
jεijm , y

U
jεijm)z ijm

　　≥min(y
L
jεijm , y

U
jεijm)

εijmyj -sijm +max(y
L
jεijm , y

U
jεijm)z ijm

　　≤max(y
L
jεij m , y

U
jεijm)

z ijmmin(y
L
iεijm , y

U
jεijm)-sijm ≤0

sijm -z ijmmax(y
L
jεijm , y

U
jεijm)≤0

i =1 ,2 ,3;
j =1 ,2;
m =1 , … ,6

ql -tl +w lq
L
l ≥q

L
l

ql -tl +w lq
U
l ≤q

U
l

w lq
L
l -tl ≤0

tl -w lq
U
l ≤0

l =1 , …,4

w1 +w2 +w3 +w4 ≤1 ,

∑
6

m=1
∑
2

j=1
∑
2

i =1
z ijm =2 ,

∑
6

m=1

z ijm ≤1(i =1 ,2 ,3;j =1 ,2).

The best solution is found for this problem:
x1=500 , x 2=125;

PL=1(L =1 ,3 , 4), P 2=2.236;
v 1=1;

z 311=z 321=1.

Including the additional const raint in the model

and solving the problem again , we find the second

best solution:
x 1=500 , x 2=111.8;

PL=1(L =1 ,3 ,4), P2=10;
v 1=10;

z 311=z 212=1.

As indicated by the results above , after the con-
st raint containing binary variable is int roduced , we

include eight more linear constraints that w ill guaran-
tee the consistency between wLqL and tL , z ijmεijm vj
and sijm , and thus the model becomes mo re compli-
cated and the deg ree of diff iculty in solving the model

is very high.Therefore , af ter getting the two results

above , we do not int roduce the M ILP model again ,
but analyze the new regulatory st ructure and predict

the optimal concentration based on the given data fo r

the purpose of reducing the steps of i teration and con-
st raint conditions.

2　DEA model and its efficiency

2.1　Fundamental definition

Definition 1.The production possible set is

{(x , y) output vector y can be obtained from input

x}.

In this paper , when four enzyme expression lev-
els are P1 , P2 , P 3 , P4 , respect ively , the obtainable

intermediate product concentration is x 1 and the final

product concentration is x 2.

Definition 2.If (xj , yj)is an observed activity ,
then the reference set is  T ={(x1 , y1), …,(xn , yn)}.

Definition 3.When the relative increment per-
centage of input is more than that of the correspond-
ing output , the corresponding DMU of(x , y)is de-
creasing returns-to-scale;when the relative increment

percentage of input is less than that of corresponding

output , the corresponding DMU of(x , y)is increas-
ing returns-to-scale;when the relative increment per-
centage of input is equal to that of corresponding out-
put , the corresponding DMU of (x , y)is constant

returns-to-scale.

2.2　Fundamental DEA model

Consider n DMU j(1 ≤ j ≤n).Their co rre-
sponding input vectors and output vectors are

xj =(x 1j , …, xmj)
T >0 , j =1 , … , n ,

yj =(y1 j , …, ysj)
T >0 , j =1 , … , n

respect ively .The intensi ty level of inputs and outputs

are

v =(v 1 , …, vm)
T

and u =(u 1 , …, us)
T

respect ively.The calculating of the intensity level of

inputs and outputs is based on certain law s.

Definition 4.h j=
u

T
yj

v
T
x j
=
∑
s

k=1

uky kj

∑
m

i =1

v jxij

, j=1 , …,

n , is called the evaluation factor of efficiency of the

j th DMU.

The larger value of hj
0
indicates that mo re out-

puts are obtainable f rom few er inputs.

Using Charnes-Cooper t ransformation , based on

the principle of duali ty of linear programming , we

can const ruct a dual model[ 5] that has the non-
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Archimedes infinite small value ε:

min[ θ-ε(e T s-+eT
s
+)] = V D

ε
,

(Dε)s.t.

∑
n

j=1
λjxj +s

-
=θx 0 ,

∑
n

j=1
λjyj -s

+= y 0 ,

λj ≥0 , j =1 , …, n ,

s
-
≥0 , s

+
≥0.

　　The purpose of model(Dε)is to get the maxi-
mum outputs with minimum inputs.When θ=1 ,
s
-=0 , s+=0 , (x 0 , y 0)is efficient DMU;when

θ<1 , (x 0 , y0)is inefficient DMU of the DEA mod-
el.We can still produce the same outputs y 0 while

consuming fewer inputs.

The limitation of this model is that it is not sui t-
able for the production process that regulates the in-
puts and outputs propo rtionally .To solve this prob-
lem , Bian et al.

[ 6]
have constructed a non-radial DEA

model whose inputs and outputs can be regulated pro-
po rt ionally .

2.3　Non-radial DEA model

Now w e introduce the non-radial DEA model

containing non-Archimedes inf inite small value ε:

min 1
m ∑

m

i=1

θi -
1
p ∑

p

i=1

βi -ε(e
T
IPS IP +e

T
S),

s.t.

∑
n

j =1
λjx ij +S IP =θixij , i =1 , 2 , … , m ,

∑
n

j =1

λjy lij -S = βly lj , l =1 , 2 , … , s ,

∑
n

j =1

λj =1 ,

λj ≥0 , j =1 , 2 , … , n ,
S IP , S ≥0 ,

0 ≤θi ≤1 , i =1 , 2 , … , m ,
βl ≥1 , l =1 , 2 , … , s ,

eIP =(1 , …,1)
T
∈ R

m
,

e =(1 , …,1)T ∈ R
s.

　　1)Bian , F.P.et al.The predict ion model of DEA w ith undesi rable outputs.Systems engineering-theory applications.

　　Theorem 1
1).The opt imal solutions of this pro-

g ramming problem are θ
＊
i , i=1 , … , m , β

＊
j , j=1 ,

2 , …, s , S
＊
IP , S

＊ , and when θ
＊
i =1 , i=1 , … , m ,

β
＊
j =1 , j=1 , …, s , S

＊
IP =S

＊=0 , DMU j is correc-

tion ef ficient for DEA.

Proof.See the footnote.

Theorem 1 gives a method for determining

w hether DMU is ef fective w hen the inputs and out-
puts are regulated proportionally.

2.4　The prediction model of DEA

Consider how to predict the effect ive outputs of

the new DMU when there are a group of inputs and

outputs of n DMU and an input of a new DMU.It s
algorithm is as follows:

Let Xm×n , Ys×n be the matrix composed of in-
puts and outputs , respectively , X0 be the input of the

new DMU , Y 0 be the unknown outputs to be pre-
dicted.First of all , we construct the follow ing s pro-
gramming problems:

maxyi 0　　　　　　　i =1 ,2 , …, s

s.t.

∑
n

j=1
λjyij -yi 0 =0 , i =1 ,2 , … , s ,

∑
n

j=1
λjxij ≤ xi 0 , i =1 ,2 , … , m

∑
n

j=1

λj =1 ,

λj ≥0 , j =1 ,2 , … , n .

　　Resolving these problems respectively , we can

get the ideal point of Y 0:

Y
＊
0 =(y

＊
10 , y

＊
20 , … , y

＊
s0).

Secondly , we can set up a model containing weight:

　　 　　max∑
s

i=1

yi 0

 Y i
　　　here Y i =

1
n ∑

n

k=1

y ik

(D)s.t.

∑
n

j=1

λjyij -y i0 =0 , i =1 ,2 , …, s ,

∑
n

j=1
λjxij ≤ xi 0 , i =1 ,2 , …, m ,

∑
n

j=1
λj =1 ,

λj ≥0 , j =1 ,2 , …, n.
The opt imal solutions of the linear prog ramming mod-
el(D)are y 1A , y2 A , …, ysA .Combining these tw o

steps we get s +1 groups of outputs , which is the

output vector of the j th DMU.
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3 　The DEA analysis in metabolic reaction

networks

For the metabolic react ion netw orks in Fig.1 ,
we analyzed the optimal netw ork regulatory architec-
tures by using the prediction model of DEA , consid-
ering four enzyme expression levels P1 , P2 , P3 , P4

as inputs and intermediate product concentration x 1

and final product concentration x 2 as outputs , and

const ructed DMU by using prediction model of DEA.
We determined if the reaction pathway in Fig.1 is op-
timal according to the eff iciency of DMU and then

const ructed 4×2 input matrix and 2×2 output ma-
trix:

P4×2=

P 11 P 12

P 21 P 22

P 31 P 32

P 41 P 42

, 　X2×2=
X 11 X 12

X 21 X 22
.

The elements of the i th column in P4×2 are the

level of enzyme of the i th reaction pathw ay , i=1 , 2.
The fi rst row and the second row elements of the i th

column in X 2×2 are the intermediate product concen-
tration and final product concentration of the i th re-
action pathw ay , respectively.

Substituting the data of P 1 , P2 , P3 , P 4 and

X 1 , X 2 into the matrixes above af ter solving the

M ILP model twice , we have

P4×2=

1 10

2.236 1

1 1

1 1

, 　X2×2=
500 500

125 111.8
.

Now , we predict the opt imization of the third

reaction pathw ay by constructing DMU0 , let ting the

level of 4 kinds of enzymes(P 1 , P2 , P3 , P 4)=(1 ,1 ,

1 ,5 2)be the inputs , and predicting i ts optimal out-
puts.

According to the steps of the predicted algo-
rithm , the first step is sett ing up s programming

problems as follow s:
　　　　maxy 10

(D1)s.t.

500λ1 +500λ2 -y 10 =0 ,

125λ1 +111.8λ2 -y 20 =0 ,
λ1 +10λ2 ≤1 ,

2.236λ1 +λ2 ≤1 ,
λ1 +λ2 =1 ,

λ1 ≥0 , λ2 ≥0 ,

　　　　maxy20

(D2)s.t.

500λ1 +500λ2 -y 10 =0 ,
125λ1 +111.8λ2 -y 20 =0 ,

λ1 +10λ2 ≤1 ,
2.236λ1 +λ2 ≤1 ,

λ1 +λ2 =1 ,
λ1 ≥0 , λ2 ≥0.

　　Solving the model(D1)and model(D2)(calcu-
late them by using the linprog function in Matlab),
we get the opt imal point of X0:X

＊
0 =(500 , 125).

The second step is const ructing the model con-
taining weight:

max
y 10

1
2
(500+500)

+
y 20

1
2
(125+111.8)

(D3)s.t.

500λ1+500λ2-y 10=0 ,

125λ1+111.8λ2-y 20=0 ,
λ1+10λ2≤1 ,

2.236λ1+λ2≤1 ,
λ1+λ2=1 ,

λ1≥0 , λ2≥0.

The optimal solution of the model(D3)is(500 ,
125).

In summary , it is clear that the optimal produc-
tion of the third react ion pathw ay is(500 ,125).This

conclusion is the same as the optimal production w ith

mul tiple construction M ILP in Ref.[ 4] .The pro-
duction calculated from S-sy stem model is , how ever ,
(100 , 5).Obviously , this pathw ay is no t optimal.
The prediction DEA model calculation used in this pa-
per is simpler than M ILP.For the reaction in w hich

more than three pathways exist , we can reset the en-
zyme expression levels and regulato ry archi tectures ,
list the prediction DEA model several times , and pre-
dict the new reaction pathw ay , and iterate like this

until w e obtain an optimal reaction pathway.

4　Conclusion

This art icle constructs the eff icient DMU by us-
ing given inputs(levels of enzyme)and predicted out-
puts(concentrations of products).It resolves the pre-
dicted optimal outputs and compares them with the

actual value of the outputs.Through observing the

optimization of the reaction , we confirmed whether

or no t to regulate manipulated parameters and recon-
st ructed predicted DEA model.Due to the simplicity
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of predicting DEA model and the possibility of calcu-
lating them using the g iven procedure , the amount of

calculation is reduced dramatically , indicating that

this method is feasible.
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